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Abstract

On the basis of systematization ways of reflection the interactions of cluster relations sub-
jects the technique of visualization of identification industrial clusters is presented. As a visu-
alization tool used GVmap, implemented in the software "Graphviz". Identification of clusters
at the macro level is based on the symmetric table "input-output" in the context of 86 eco-
nomic activities. The input parameters were data in the form of a graph and information
about clustering in the data. Economic activities are selected as the vertices of the graph. The
connections between the vertices of the graph (edge) were constructed on the basis of the ma-
trix of significant supplier-consumer relations obtained by the Maximum method. Clusters of
industries are calculated using the method of Zamanski.

Tool GVMap clustered the data displayed geographic-like maps to the image that not only
makes it easier to read the graph connectivity of economic sectors, much as you would to
shape an adequate development strategy for enterprises to cluster and for the areas of their
localization.

To automate the process of industrial clusters identification and their visualization, a
software tool in Python was created.

The reported study was funded by RFBR according to the research project N 19-010-
00562.

Keywords: GVMap, data visualization, identification of clusters, the method of S.
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1. Introduction

Clustering is one of the main development directions of state industrial policy in Rus-
sia. At the beginning of 2018, there were 115 clusters in Russia on the territory of 43 entities.
They include about 3,500 enterprises with more than 1,400 thousand employees [1]. For the
period 2013—2018 the total amount of subsidies exceeded 12 billion rubles [2].

The active support of the clusters by the authorities has influenced the emergence of a
significant amount of research and publications in this area. Scientists use various visualiza-
tion methods to simplify the understanding of the studied relationships between cluster com-
ponents. At the same time, visualization in this particular case is necessary not so much for
convenient perception of the information being studied as for simplifying its analysis, further
processing and making forecasts.

In this regard, we note that the cluster policy of the state is directly related to the de-
velopment of individual industries in specific regions of the country. The limitations of both
budgetary and extra-budgetary financing necessitates an adequate quantitative justification
for the selection of priority sectors and regions, investments in which are able to provide
maximum utility. At the same time, given the scale of the national economy and the high di-
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versification of its sectoral structure, the ability to obtain a holistic visual representation of
the relevant statistical data is of particular importance when implementing cluster policy.
Moreover, it is not just about providing options for the perception, assessment and analysis of
available information. First of all, the goal of visual presentation of data on economic cluster-
ing is to provide the ability to model and predict the behavior of the clustered industry.

Thus, on the basis of the foregoing, it can be summarized that the visualization of the
task of identifying industrial clusters is the core feature for constructing plans, forecasts and
development strategies for both individual industries and regions, and the national economy
as a whole.

2, Systematization of existing methods for visualizing
relationships between cluster entities

The use of visual methods for displaying the results of modeling the interactions of
cluster relations subjects is designed to simplify the implementation of planning, forecasting,
programming, and strategy tasks. A review of the scientific literature on the problems of clus-
tering the economy revealed that existing works in this field from the point of visualization
can be divided into three groups. Let's consider them in more detail.

To the first group we refer works in which researchers attempted to systematize the es-
sential properties and attributes of clusters. These works contain models formulated at the
verbal level and based on certain theoretical concepts. As a rule, the models of the first group
reflect the relations between the subjects of the clusters [3, p. 25; 4, p. 6; 5, p. 31; 6, p. 13];
stages of their formation (life cycles of clusters) [7, p. 9; 8, p. 17; 9, p. 27]; cluster creation
conditions [10, p. 3; 11, p. eighteen]; features of the formation of cluster initiatives [12, p. 58;
7, P- 9]; structures and types of clusters [8, p. 85; 11, p. 191]. Examples of models visualizing
the theoretical concepts of cluster development are presented in Figure 1.
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Fig. 1. Examples of theoretical concepts visualization for cluster development

The main advantage of the models in this group is the availability of understanding for
the theoretical foundations of clustering; as a drawback, we note the low adaptability of the
model information use to build forecasts and development strategies for both specific clusters
and their localization territories.

In the second group we included works containing a visual representation of actual sta-
tistical information regarding various characteristics of clusters at a specific date and for spe-
cific territories: the number of clusters and their types [14, p. 22; 15, p. 52; 16, p. 188]; cluster
development parameters [15, p. 49-51; 17, p. one hundred]; sources of cluster financing [18, p.
46] and others. Examples of models visualizing the quantitative characteristics of clusters are
presented in Figure 2.
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Fig. 2. Examples of clusters quantitative characteristics visualization

As a rule, scientists use graphical methods when constructing these models, including,
most widely, the mapping method. This is due to the need to correlate spatial characteristics

with attributive ones.

We would like to note that the specialists of the Russian Cluster Observatory of the IS-
SEK NRU HSE initiated and developed the project “Map of Russian Clusters” [2]. The aim of
the project is to create an open, relevant, interactive database of clusters in the regions of
Russia. The tool contains data on the number, scale of activity, industry focus, maturity and
other important characteristics of Russian clusters. A fragment of the map is shown in Figure
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Fig. 3. Map of Russian clusters [2]



The described methods of visualization within the framework of the models of the sec-
ond group fully allow to perceive, evaluate and analyze the relevant information. But, like the
models of the first group, they do not provide fully the capabilities of forecasting and strategic
planning.

In the third group, we included works with a visual representation of author's calcula-
tions in the field of quality and prospects for clustering. As a rule, the quality of clusters is as-
sessed by calculating the integral clustering indices, including indicators of management
quality and indicators of interaction (integration) of participants [19, p. 32-33; 15, p. 49] lev-
els of development and scale of clusters [20, p. 158; 21, p. 175; 22, p. 152]. Examples of mod-
els visualizing author's calculations of cluster quality indicators are presented in Figure 4.
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Speaking of examples of models that visualize the author’s calculations of the pro-
spects for clustering, let us explain what is meant by the assessment of territories, industries,
or types of economic activity for their readiness for clustering. In fact, such an assessment in-
volves the identification of territories, industries, or types of economic activity that could po-
tentially provide the maximum return on investment. Based on the results obtained, deci-
sions are made to support specific cluster development programs.

As a rule, the assessment of the clustering prospects, and accordingly, the construction
of development forecasts on this basis, are carried out by analyzing the concentration of activ-
ity in space by calculating various indices and coefficients: Gini coefficient [23]; the Ellison —
Glazer index [24]; Marel — Sedilott index [25], Duranton — Overman index [26]; localization

coefficient [22, 27-34].
Examples of models visualizing the clustering prospects assessments are presented in

Figure 5.
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Fig. 5. Examples of visualization of the clustering prospects assessment



Special attention is to be paid to assessment of the clustering prospects based on graph
theory. As a rule, the graphs are use for visualization of direct relationships identified in the
analysis of the intersectoral balance tables. Various methods of graph partitioning are in-
volved when using it as an independent tool for identifying clusters; an industrial cluster is a
distinguished component of the connectedness of the original graph in the process of using it.
[35, p. 97]. Note that we have found examples of visualization of clustering prospects based
on graph theory only in relation to individual sectors of the economy (Fig. 6).
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Fig. 6. Examples of clustering prospects visualization based on graph theory



Summarizing the analysis of the research works of the third group, we note that mod-
els that include author's calculations in the field of quality and clustering prospects fully al-
low us to predict the behavior of the clustered industry, and therefore make it possible to
draw up justified forecasts of the cluster enterprises development and adequate strategies for
territorial development. At the same time, we did not find an accessible visual display of such
calculations, which implements the function of convenient information perception.

One of the modern practical tools for visualizing relational data is GVMap, implement-
ed in the Graphviz software. The GVMap tool displays clustered data in a geographic-like
maps format, which makes it easier to read the graph of economic connectivity of industries.
Data in the form of a graph is supplied as input parameters, and information on clustering in
the data is also provided. The effectiveness of this tool is presented and demonstrated in [37].
Based on the results of testing GVMap in various fields of activity (services, sales, etc.), as
well as on the results of our systematization of existing methods for visualizing the relation-
ships between cluster entities, we determined the purpose of this study: creating a visualiza-
tion technique for identifying industrial clusters using GVMap tool. Note that the scientific
and practical significance of the author’s technique lies in the possibility of modeling and
predicting the behavior of a clustered industry.

3. Algorithm for identifying industrial clusters based on
maximum method and S. Zamanski’s method

The author's algorithm for assessing the prospects for clustering of domestic economy
sectors is described in this part of the work, which was implemented within GVMap environ-
ment for for computer visualization. This algorithm allows to determine the most closely re-
lated groups of industries at the macro level, i.e. identify industrial clusters.

The identification of industrial clusters is based on the data of the symmetric input-
output table (SIOT) for 2011 in the context of 86 types of economic activity in Russia. The ta-
ble was published only at the beginning of 2017, since its compilation is a long and laborious
process. The next release of SIOT is planned in 2022.

SIOT reflects information on “pure” industries, i.e. it is understood that each industry
produces only its own type of product. Moreover, the lines of the industry are reflected as
producers, and by the columns - as consumers. At the intersection of the i-th row and the j-th
column, there is information on the quantity of products of the i-th industry (in monetary
terms) spent on the production needs of the j-th industry.

Conversion of SIOT data for the distant clusters identification is carried out according
to the method proposed by S. Zamansky (steps 1.1-1.4).

Step 1.1. Formation of matrices X and Y, whose elements are equal:

Xij = Qij/Xi=10x;j (1)
Vij = Qij/ Xk=1 ik (2)
where a;; — the monetary value of deliveries by industry i for a certain period of indus-
try j (element of the symmetric Input-Output table);

x;j - intermediate purchases by industry j from industry i in proportion to total pur-
chases by industry j;

yij- intermediate sales from industry i industry j in proportion to total industry sales;

n — number of industries in SIOT (n=86).

Thus, we get the matrices X and Y, while the columns of the matrix X are samples of
purchases, and the columns of the matrix Y are samples of sales of the respective industries.
For any two branches I and m, vectors x1 and xm, which are columns of the matrix X, as well as
vectors y1 and ym, which are columns of the matrix Y, can be defined.




Step 1.2 Determination of the relationship (similarity) between any pairs of indus-
tries using correlation analysis.

To determine the similarity of pairs of industries, 4 matrices are calculated with Pear-
son's correlation coefficients [38]:

- Matrix XX, which elements r (x1, xm) measure the degree of similarity of purchases
samples in industries 1 and m;

- The matrix YY, which elements r (y1, ym) measures the degree of similarity of sales
samples in industries 1 and m;

- The matrix XY, which elements r (x1, ym) reflects the similarity of purchases samples
in industry |1 and sales samples of industry m, i.e. how much industry | is involved in puchases
from industries for which industry m is a supplier;

- The matrix YX, which elements r (y1, xm) reflects the similarity of purchases samples
of industry m and sales samples of industry 1, i.e. the extent to which industry m participates
in purchases from industries for which industry 1 is a supplier.

Step 1.3 Construction of a symmetric matrix Lv.

The matrix elements are lv;; = max(xxi]-, YYij» XYij» yxi]-), provided that the correlation co-
efficient is significant, i.e. p-value <0.05.

Each column of the Lv matrix is an example of the relationship between the industry
located in the column and all other manufacturing industries. Thus, in the Lv matrix for each
industry, measures of indirect and direct intersectoral communication are calculated.

Step 1.4 Isolation of industrial clusters using the principal component analysis (PCA)

The columns of the Lv matrix are variables for the principal component method. The
purpose of applying this method is to “compress” the original number of variables. Thus, the
minimum number of factors, called the main components and contributing most to the vari-
ance of the data, is determined. The main components help structure a complex data set,
identify the most informative variables, and also allow you to switch to uncorrelated varia-
bles.

The search for the main components is performed in several actions:

e standardization of source data;

e obtaining eigenvectors and eigenvalues of the covariance matrix or correlation matrix;

e sorting the eigenvalues in descending order and choosing k eigenvectors correspond-
ing to k largest eigenvalues, where k is the dimension of the new functional subspace
k<d;

e constructing a projection matrix W consisting of selected k eigenvectors;

e transforming the original data set X through W in order to obtain the k-dimensional

functional subspace Y.

The number of largest eigenvalues of k is determined by the Kaiser criterion: eigenval-
ues greater than 1 are selected. In essence, it means that if the component does not emit a
variance equivalent to at least the variance of one variable, then it is omitted.

As a result of the first 4 steps of the algorithm, 11 industrial clusters characteristic of
the Russian economy were identified: a metalworking cluster, a chemical industry cluster, a
food industry cluster, a mining cluster, a forestry cluster, woodworking and pulp and paper
processing, a non-ferrous and precious metal processing cluster , building materials cluster,
light industry cluster, oil and gas industry cluster, coal industry cluster, high technological
equipment and IT.

Step 1.5 Building a matrix of “follow-up links” C.

To build links between the vertices of the graph (edges) of the clusters, the main sup-
pliers and buyers of industries were calculated using the Maximum method (steps 1.5-1.7).
The SIOT analysis, based on the maximum method, is widely used to identify clusters. The
mathematical apparatus of this method was first disclosed in the work of M. Montfort and D.
Dutelli [39]. The essence of the approach proposed by the authors is to identify value chains,




while intra-industry relations are not taken into account, i.e. the main diagonal SIOT takes on
zero values.

In the table “Input-output”, the lines of manufacturers contain information on the vol-
umes of consumption of their products by various industries.

The main consumer | of the industry k (c;) is determined by the formula (3):

Cr1 = mjax QAgj (3)

where ay, = 0, j = 1,n, a;; - element of the matrix "Cost-Release" size n x n.

Next, the significance of deliveries to the main consumer is checked by comparing the
share of deliveries to a given consumer of the total supply with a certain empirically set
threshold value (1).

As a result, the binary matrix C (4) of the “subsequent links” is constructed, in which
the element is 1 if the relationship between the supplier and the consumer is significant, that
is:

Ckl
=1,if — 5, ak,
=0, if 5 LI
ak]

Step 1.6 Building a matrix of ”prevlous links" S.

At this step, the main suppliers of industries are determined. The construction of the
binary matrix S of the “previous links” occurs similarly to the construction of the matrix of
“subsequent links”.

The main supplier k of industry | is determined by the formula (5):

Sk = Maxd; (5)

(4)

where a; = 0, i = 1,n, a;; — input-output matrix element of size n x n.
Next, the binary matrix S (6) of significant suppliers of consumer industries is filled:

_ 1 Skl
f Xi all
Ski (6)
SU = 0.1 fZlall =4
Step 1.7 Building a matrix of significant relationships supplier-consumer CS:
CSij =Cij+Sij (7)

As a result, some elements of the CS matrix will be equal to 2, which indicates a signifi-
cant relationship both in purchases and in supply.

To automate the process of identification of industrial clusters and their visualization,
a software tool was created in.



4. Visualization of industrial clusters using a
GVMap tool

The visualization of industrial clusters was performed using the GVMap tool, which
converts a graph into a map in a geographical style with clusters highlighted in the form of
countries (Ommoxka! ICTOYHUK CCHIJIKH HE Hal/AEH.7).

Fig. 7. Visualization of industrial clusters using GMap

In our case, the vertices of the graph are the types of economic activity, the relation-
ships between the vertices of the graph (edges) are built on the basis of the matrix of signifi-
cant supplier-consumer relationships obtained by the Maximum method (steps 1.5-1.7). In-
dustrial clusters are determined using the method proposed by S. Zamansky (steps 1.1-1.4).

The constructed graph map contains aggregated information about the connections be-
tween the Russian industries. You can determine the groups of interconnected industries by
color, and you can track value chains by the direction of the edges.

The graph contains 82 vertices and 129 edges. All vertices have at least one connection
with a neighboring vertex. The largest number of neighbors have such peaks as: “Iron, cast
iron, steel and ferroalloys” - 20 neighbors, “Ships, aircraft and spacecraft, other vehicles and
equipment” - 12 neighbors, “Live animals and animal products” - 13 neighbors.

Consider several "countries" on the map in more detail.

In the southeast lies the industrial cluster of the food industry (light green color), the
center of which is the type of activity “Live animals and animal products”, which is associated
with almost all types of activity in the cluster (Fig. 8). Note that the map can not only trace



value chains, but also identify potential industries - suppliers / consumers of the industry we
are interested in, and not only in the "related" industry. So, for example, to search for suppli-
ers to enterprises producing crops, you should pay attention to the chemical industry. If, for
example, the beverage company needs to expand the list of consumers, then the map can de-
termine that the potential buyers of their products are chemical industries.
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Fig. 8. The food industry cluster

In the south of the map there is a part of the light industry cluster (blue color). The
map shows that the manufacturers of this cluster supply most of their products to coal enter-
prises and the oil and gas industry. This is because overalls used by enterprises in these in-
dustries are made of leather. In turn, the food industry is the main supplier of light industry
(Fig. 9).
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Thus, the map of industrial clusters constructed using the GVMap tool can be useful in
strategic planning of the development of all levels of the economy: macro level (country), me-
so level (region), micro level (enterprise).

5. Conclusion

The paper presents a computer visualization technique for identifying industrial clus-
ters using the GVMap tool. The methodology was based on the experience of testing GVMap
in various fields of activity, as well as the results of the systematization of existing methods
for visualizing the relationships between the subjects of the cluster.

The basis of visualization is the author's mathematical algorithm for identifying indus-
trial clusters, compiled using the maximum method, S. Zamanski method and graph theory.

The advantages of the proposed visualization method are as follows. Firstly, the results
of the clusters identification fully allow prediction of the behavior of the clustered industry,
and therefore make it possible to make both reasonable forecasts for the development of clus-
ter enterprises and adequate strategies for territorial development. Secondly, the visual dis-
play of simulation results on a geographic-like maps image allows you to reflect all types of
economic activity and the relationship between them in an easily readable format.

The described approach to the identification and visualization of industrial clusters
was the basis for the creation of a software tool (web application) "Interregional Clusters of
Russia", designed for the automated collection of statistical data from Internet sources and
identification of inter-regional clusters based on them.
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